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א' לייבניץ "הוכיח" את השוויון הבא 1-1+1-1+1-1+...=1/2 הנה ההוכחה: 
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להגדיר סכום של סדרה אינסופית כך שהתוצאה הזאת תתקבל (ללא קשר ל"הוכחה")

פתרון. נגדיר סכום הטור כגבול הממוצע של הסכומים החלקיים
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ב' על החשיבות היחסית של מושגי מספר וקבוצה במתמטיקה

מושג מספר הוא בין המושגים הקדומים ביותר אשר נוצר באופן טבעי מתוך החיים ומבוסס על יכולת מולדת של בני האדם (והחיות). מושג קבוצה נכנס למתמטיקה בסוף מאה 19 וחשיבותו נובעת מכך שהוא נבחר לשמש בסיס שבאמצעות אפשר להגדיר מושגים בסיסיים אחרים (מספר, אינסוף, נקודה גיאומטרית וכ"ו). 

עכשיו מגדירים מספרים טבעיים באמצעות קבוצות: בגלל שרירותיות הטבע של המספרים הטבעיים (כלומר ה"חומר" שממנו הם בנויים)  אפשר לזהות אותם עם קבוצות.

קיימות שתי דרכים מקובלות לזיהוי מספרים טבעיים עם קבוצות:

1) שיטת von Neumann

תהי ( קבוצה ריקה. תהי (' קבוצה עוקבת של  המוגדרת על-ידי {(}, באופן כללי  'A זאת קבוצה שאיברים הם כל האיברים של הקבוצה A ואת A עצמה:
A'=A({A}

(’={(}; ({(})’={(,{(}}; ({(,{(}})’={(,{(},{(,{(}} },... 
נזהה ( עם אפס, את {(} עם אחד, את {(,{(}} עם שתים, וכ"ו . 
2) שיטת Zermelo:

A'={A}

('={(}; {(}'={{(}}; {{(}}'={{{(}}}, …

אפשר להשוות זאת עם המצב בהקשר של סרטי קולנוע: מה יותר חשוב תוכן הסרט או הטכנולוגיה בה הוא מועבר. הרבה שנים הייתה רק שיטה אחת לצילום והקרנת סרטים – באמצעות סרטים מחומר מסוים אשר היו מזוהים לגמרי עם המדיה הזאת (מכאן השם "סרט"). כעת יש כמה דרכים שונות מאד לצילום והקרנת סרטים כך ש חשיבות טכנולוגיה ירדה.
במשך ההיסטוריה היו הרבה שיטות להצגת מספרים. במאות האחרונות מספרים טבעיים היו מזוהים עם השיטה העשרונית ואחרי זה כהרחבה עם שיטת המיקום. בהקשרים מסוימים הקשורים ליסודות של מתמטיקה מצאו לנכון להשתמש בשיטה אחרת להצגת מספרים – על-ידי קבוצות מסוימות.

שתי הדוגמאות שראינו מייצגות שני סוגים של יחסיות של אמת מתמטית:

בדוגמה הראשונה מדובר בערך מספרי ואילו במקרה השני בקיום של עצמים מופשטים. 

נכונות האובייקטיבית של ערך מספרי נראית מהמנה יותר מאשר קיום "באמת" של עצם מופשט. יחד עם זאת יש לזכור ש"נכונות" של ערך מספרי תקפה רק אם הוא קשור לאינטואיציה פיזית ברורה. למשל מושג התכנסות של סכום קשור לאינטואיציה של סכום של ערכים פיזיקאליים. למשל אם נצרף לקטע באורך 1 (ביחידה כלשהי) את קטע באורך 1/2, וקטע באורך 1/4 וכ"ו, אז נקבל קטע שאורכו ילך ויתקרב ל- 2.

לעומת זאת אם ננסה להפעיל אותו תהליך לגבי הסכום 1-1+1-1+… אף פעם לא נקבל קטע באורך 1/2. אך אפשר לייחס לסכום אינטואיציה אחרת הקשורה לממוצע של המדידות אחרי כל הוספה/הורדה ואז נקבל את המספר 1/2 עבור הסכום 1-1+1-1+… .
הנה דוגמה אחרת. נניח שאנו רוצים להכניס סדר בין סכומים של סדרות מתבדרות. נדון בשני סכומים
1) 1+2+3+4+…

2) 2+4+6+8+…

איזה סכום צריך להיות גדול יותר מבחינה אינטואיטיבית?

אם נתייחס לסכומים חלקיים אז סכום 2 גדול מסכום 1, כי עבור כל n סכום חלקי של n איברים של איברי 2 גדול מזה של איברי 1. אם נשים לב שהסדרה 2 מורכבת מתת-קבוצה של סדרה 1 נקבל שסכום 1 צריך להיות גדול מסכום 2. כך ששני שיקולים אינטואיטיביים מביאים לתוצאות מנוגדות. 
Mathematical truth and paradoxes

Mathematical notions can be divided according to their relation to notions outside mathematics. There are purely mathematical concepts that do not exist outside mathematics, even so some of them they have names from the common language (e.g. group, field, algebra). Other mathematical concepts come from the common intuition and mathematics is expected to formalize this intuition (e.g. number, equality). Truth squarely belongs to the latter category. In his groundbreaking work Descartes introduced algebra because mathematical truth is an outstanding example of most reliable truth and it served him as the standard for the reliability of knowledge about God he wanted to obtain. This is the reason why I think that the concept of truth in mathematics is important. 
Not all famous paradoxes are indeed problematic, here, for example, is The barber (pseudo) paradox.

There is a remote village which has a barber that shaves all and only those people who do not shave themselves. Who shaves the barber?

This paradox has a solution; such village and such barber do not exist.  

The liar paradox

Bearers of the truth can be sentences or propositions.

Usually, in the 20th century logic truth values are associated with sentences. There is no problem when a sentence expresses an eternal truth. The difference between sentences and propositions is that the same sentence can be related to different propositions, e.g. “To-day is Sunday” is a sentence whose truth depends on the day it is said and so its content differ. A proposition is a claim about the world. 

There is a third object: a statement, which informs of a datable event and is expressed by a declarative sentence. Several statements can assert the same proposition, e.g. if I say “I am tired” and you say of me “he is tired” these two different statements express the same proposition.

Statements can be wrong in a way that propositions cannot, e.g. pointing on an empty tabletop and saying “that card is not the ace of spades”. (Barwise&Etchemendy ,p.11)

Sentences and statements can fail to bear a truth value, while propositions are either true or false. (p.13)

Consider the statement: What I am now saying is false.

Or in a more formal form

L1. L1 is false.

There are three following approaches (Sainsbury):

1. Syntactic response; 2. The gap method; 3. Tarski hierarchy.

1. Syntactic response

The idea is to deny intelligibility of self-reference.

Here is an example that demonstrates the problem of this approach:

1. (said by A on Monday): Everything that B will say on Tuesday is true;

2. (said by B on Tuesday): Nothing that A said on Monday is true;

3. (said by C on Tuesday): Nothing that A said on Monday is true.

(1) and (2) lead to a paradox, i.e. either (1) or (2) or both are unintelligible. However, it is very implausible. Consider (3), its meaning is identical with (2) and if B did not uttered (2) there is no problem. What B said cannot affect the syntax of (3), so there is no problem with syntax of (2) which is identical to that of (3).

In addition to attack the self-reference is to deny the legitimacy of the Gödel theorem. Moreover, there is no self-reference in (1)-(2). 

The Liar paradox cannot be clearly associated with circularity, e.g. let there be two persons A and B. A says: “Most of B’s assertions are false.” B says: “Every assertion of A is true.” If we know that all other assertions by A fall equally between true and false and B never said anything except the above sentence, there is a paradox. This paradox depends on a very special state of affairs rather than on the inner structure of the declarations. Moreover, the proposition “This proposition is expressible in English using fewer than twelve words.” Shows that there is nothing wrong in principle with circular propositions. (Barwise&Etchemendy ,p.15)
2. The gap method 

The conclusion is that L1 lies in a gap between true and false (and thus shows that such a gap exists):

G1. L1 neither true nor false.

Another example of statements that fall into this gap are statements about non-existing things, e.g. 

The elephant is about to charge, when there are no elephant in the offing.

Another type of statements that cannot be independently true or false are those of the type "S is true".

Truth depends on something outside itself. So there should be a base sentence (e.g. S) which is true and does not invoke the notion of truth.

Example of an ungrounded series:

1. …; 2. (1) is true; 3. (2) is true; 4. (3) is true;

If (1) is "(4) is true" none of the sentences has a truth value, even that there is no paradox here.

To summarize: L1 is ungrounded.

The same applies to 

T1. T1 is true.

Even without it being paradoxical.

This leads to the Strengthened liar:

L2. L2 is not true.

This statement summarizes what was said before, so it is true - a contradiction.

Here we cannot use directly the gap method:

G2. L2 is neither true nor not true.

Since G2 essentially states that L2 is true.

To save the gap theory one may restrict application of the truth predicate, on lines similar to stating that one cannot apply "hungry" to inanimate objects. 

G3. "True" cannot be applied to, nor denied of L2.

However, it follows from G3 that 

"L2 is not true" is not true.

On the other hand, L2="L2 is not true." and so we return to the paradox.

Associating the Liar paradox with a proposition disqualifies the gap theory approach. If one pursues the sentence approach and gaps one has to explain why such sentences cannot express propositions. The first question is can the Liar sentence be associated with a proposition? (Barwise&Etchemendy ,p.13)
3. Tarski hierarchy

Alternative to the gap method is the hierarchy of levels approach (Tarski). It stated that the ordinary concept of truth is incoherent and should be rejected and replaced by a series of hierarchically arranged truths. These truths are expressed in a language different from any natural language.

Let (0 be a language that contains a predicate Tr1 applied to all and only true sentences of  (0. Tarski concludes from the paradox that Tr1 does not belong to (0. And so any sentence that says of itself that it is not Tr1 does not belong to (0.

We can construct (1 adding Tr1 to (0, but there is no paradox since Tr1 is applied only to the sentences of (0. Now there is a predicate Tr2 applicable to the true sentences of (1. And so on.

The problem with this approach is that it denies our language of the intuitive notion of truth which was actually the reason for the whole endeavor. The aim was to formalize our intuitive understanding of what the truth is.

Version of Löb paradox can prove that everyone is a millionaire. (Barwise&Etchemendy, p.23)
Consider the following proposition

(*) If this proposition is true then you are a millionaire.

Analysis. If (*) is true than you are indeed a millionaire.

Suppose (*) is false, ((A(B) ( A((B, i.e. (*) is true and you are not a millionaire.

But by supposition (*) is false, so in this case there is a contradiction. Thus only the first possibility remains, and you are indeed a millionaire!

Recommended reading

Barwise, J. and Etchemendy, J. (1987) The Liar, Oxford University Press, New York. (These authors claim to solve The Liar paradox.)
Benacerraf, P. (1973) Mathematical Truth, The Journal of Philosophy, 70 (19), 661-679

Sainsbury, R.M. (1988) Paradoxes, Cambridge University Press, Ch. 5.

Another example of intuition failure: Mirimanoff Paradox

(Priest, G. (1987) In Contradiction, Martinus Nijhoff Publishers, Dordrecht, p.37)

This paradox shows that our intuitive understanding of “(” is inconsistent.

A function f: N(P(N) is called a regress from set A if

1) f(0)=A 

and 

2) for each n, either f(n)=( or f(n+1)(f(n). 

A regress is bounded if for some n f(n)=( (and so for all numbers greater than n). We call sets for which all regresses are bounded sets of bounded regresses.

Examples.

1. A={(}, there is only one regress from A, such that f(1)=(.

2. A={(, {(}}. If f is a regress from A and f(1)((, then f(1)={(}; in any case f(2)=(.

3. A={(, {(}, {(, {(}} }. If f is a regress from A and f(1)((, then either f(1)={(}or f(1)={(, {(}}; and  then either f(2) =( or f(2)={(},  in any case f(3)=(.

Definition. Let A be a set, we define degree of A, deg(A)=n, by the following recursive definition:

a. deg(()=0;

b. deg(A)=n if  
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Informally deg(A)=n if n is the maximum number of nested brackets that appear in the description of its elements. 

So deg(()=0, deg({(})=1, deg({(, {(}})=2, deg({(, {(}, {(, {(}} })=3.

Theorem 1. Let A be a set, whose elements are sets, then any regress from A can be defined in the following way: f(1)=( OR  (for n>1 f(n)=fa(n-1) ) where fa is a regress from a(A.

Proof. Immediate from the definition of regress.

Theorem 2. Let A be a set, deg(A)=n, then for any regress from A holds f(n+1)= (.

Proof. By induction on n. For n=1 see example 1.

Assume that the statement is correct for any n<k, let us prove it for k+1. Let deg(A)=k+1, then, by definition of degree, the degree of all elements of A is bounded by k, so for any regress fa from an element a of A  holds fa(k)=(; and then by Theorem 1 for any regress from A if  f(1)((, then there is some regress fa so that f(n)=fa(n-1), if we substitute k+1 for n we obtain  f(k+1)=fa(k)=(. 

Let natural numbers be defined by 0=(, n+1=n({n}, then we can talk about regresses from N. 

Theorem 3. All regresses from N are bounded.

Proof. Let f be a regress from N. If f(1)((, then for some n(N f(1)=n. And then by Theorem 2 f(n+1)= (. 

Let W={A: A is a set of bounded regresses}. 

Theorem 4.  W(W. 

Proof. Let f be a regress from W, we show that it is bounded. If f(1)=(, the proof is completed, suppose f(1)((, then f(1)(W and f(1) is a set of bounded regresses by definition of W. That is, if we define g(n)=f(n+1) then for some n f(n+1)=g(n)=(. So W itself is a set of bounded regresses, thus W(W.

Counter example (Mirimanoff Paradox). Consider the following regress from W: h(0)=W and for all n h(n)=W, we obtained an unbounded regress.

The standard solution of this paradox is to limit the notion of a set to the sets of cumulative hierarchy: beginning from some sets of elementary “urelements” or, most frequently, from just the empty set and proceed by the operation of power set creation or (at limit ordinals) by the operation of union of all sets created until this moment. In this setting the claim is that W does not belong to this hierarchy and so it does not exist. But such solution is very unintuitive and does not follow from our understanding of belonging.
Mathematics and Metaphysics

Anglin, (1997), Ch.4

Discussion of some answers to the question

Do mathematical objects exist, and, if so, what kind of existence do they have?

The meaning of "mathematical object":

1. a set or a class

2. position in a structure (e.g. a member of a group)

3. structure (a group itself)

Below we use it in a very broad sense to include the number 2, the natural number system, the triangle with sides 3,4,5, the Euclidean plane.

Possible positions:

1. There is no sense in which mathematical objects exist (nihilism)

For nihilists the statement "there are infinitely many primes" is wrong since there are no primes.

2. Mathematical objects "as if" exist, i.e. axioms create a game (postulatonism)

For postulatonists truth in mathematics has to do not with numbers or sets, but with entailments between statements. Statements independent of the given set of axioms neither true nor false.

3. At least some mathematical objects exist independently of humans (mathematical realism) 

There are two versions:

3.1. Materialism: mathematical objects exists and they are material objects like apples. 

There are two versions:

3.1.1 Formalism: the objects of mathematics are the material signs as they appear in mathematical literature.

3.1.2 Concretism: the basic objects of mathematics are concrete non-linguistic objects.

3.2 Platonism: For a Platonist there are mathematical objects, such as the natural numbers, which exist independently of human minds, and all these objects are immaterial objects. A variant of Platonism: God created natural numbers all other objects are creation of humans (like rock exists while sculptures are artifacts) [my addition, A.K.]

3.2.1 Interactive Platonism: Human beings can interact with mathematical objects, perceiving them. Such perception demonstrate itself in "feeling truth" for some statement or "flash of insight" or recognition of mathematical pattern in physical structure.

3.2.2 Isolationist Platonism: humans cannot interact with mathematical objects and have only indirect access to them. “The platonist…will hold that true mathematical statements are, like true statements of logical consequence, necessarily so.” (Hale, 1994,p.312) Our ability to make correct deductions is empirically proved.

4. Mathematical objects are creation of humans (mathematical idealism)

So mathematical realists are idealists while many mathematical idealists are materialists.

Putnam (1986, p.57) referring to Michael Dummett gives the following definition of realism: “A realist (with respect to a given theory or discourse) holds that (1) the sentences of that theory or discourse are true or false; and (2) that what makes them true or false is something external – that is to say, it is not (in general) our sense data, actual or potential, or the structure of our minds, or our language, etc. Notice that, on this formulation, it is possible to be a realist with respect to mathematical discourse without committing oneself to the existence of ‘mathematical objects’”.

A variant of idealism is social constructivism (Ernest): if some believe that, say, the set of real numbers exist and others do not believe it, both can be right (since there is no objective way to judge)

Most popular form of mathematical idealism is intuitionism (Brouwer, Heyting): only constructible by human mind and so finite objects exist. Moreover, since humans are finite they cannot construct complete model of a complicated objects, much like a writer cannot construct a complete description of a character, so some statements neither true nor false. So a statement such as "the decimal expansion of ( contains the sequence 12345678999999" is neither true nor false  as long as it has not been found.

A weak point of idealism is the feeling that, say, number of planets does not depend on existence of counting humans. It is unnatural to believe that the Theorem of Pythagoras was invented rather than discovered.

Frequently intuitionism is attacked on the basis that without some non-constructible assumptions many theorems of calculus cannot be proved and calculus is needed for physics.

Naturalism (Maddy)

Quinean type of naturalism is characterized as ‘the recognition that it is within science itself, and not in some prior philosophy, that reality is to be identified and described’ Quine (Theories and Things, Cambridge, MA: Harvard University Press, p.21). The simple idea is that no extra-scientific method of justification could be more convincing than the methods of science, the best means we have. Insofar as traditional philosophical questions survive in the naturalistic context, they are undertaken ‘from the point of view of our own science, which is the only point of view I can offer’ (Quine, p.181)
The naturalist sees natural science as an inquiry into reality, fallible and corrigible but not answerable to any supra-scientific tribunal, and not in need of any justification beyond observation and the hypothetico-deductive method. (Quine (1975) reprinted in T&T, 72)

Quine’s favorite image: Neurath has likened science to a boat which, if we are to rebuild it, we must rebuild plank by plank while staying afloat in it.

Taxonomy of ontology for mathematical objects (adopted from Anglin, 1997, p.65)
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